DESIGN AND ANALYSIS OF A MODEL FOR DETECTION OF
INFORMATION ATTACKS IN COMPUTER NETWORKS

Abstract. Information technology has taken the world by storm. Its emergence has given rise to a new level of digital knowledge systems. Its application has been catalytic to the rapid changes taking place in the way people work, live and think, and is facilitating the development of our society and civilization in a new era. The current growing size and complexity of local computer networks also bring increasing demands for continuous monitoring of their proper performance, which is a prerequisite for their good efficiency, safety and reliability.

The aim of this paper is to introduce a cyberattack detection model based on a system of delay nonlinear differential equations and find its equilibrium state. The proposed model is based on a system of non-linear differential equations with delay and allows us to obtain a qualitative portrait of dynamic systems using the general Poincaré-Lyapunov theory based on the knowledge of the existence of stationary points and cycles and their mutual disposition.
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1. Introduction

The Internet and its widespread deployment in the last decade of the past century can undoubtedly be considered a revolution not only in the field of
communication technologies, but also in the whole society and its lifestyle. Its use in everyday life has gained, and continues to gain, unprecedented proportions. The extent to which this phenomenon significantly interferes with our day-to-day activities opens enormous space for new threats it brings. The more dependent the functioning of the society is on the Internet, the more topical and serious these threats become. At present, almost all organizations process and store more and more information about their activities in digital form. At the same time, they use computers and data networks to interconnect not only within the organization, but also with their business contacts, customers, the state administration, etc.

However, with the rapid development of modern information system technologies, the possibility of their misuse increases. Almost every day we encounter cybercrime, data misuse, electronic theft and fraud. All of this highlights the need for adequate security, as negligence could lead to unprecedented consequences. As a result, it is no longer enough to implement cyber security measures on the physical perimeter of the organization. Every organization, from the smallest to the largest, should analyze the cyber risks it faces and take measures to minimize them. In this context, it is not only a risk of data loss as a result of a cyberattack, although it is still significant. The risks may include, for example, damage to brand reputation, logistics chain breakdown, financial loss or decommissioning of the infrastructure necessary for the organization to operate.

The aim of this paper is to introduce a cyberattack detection model based on a system of delay nonlinear differential equations, and find its equilibrium state. The behavior of the model is presented using computer simulation, and the Maple system is used for graphic representation of the results.

2. Literature Search

But besides the positive effect on society's development, ICT expansion has a negative effect, which is reflected in a relatively rapid increase in cyber risks, causing damage to individual companies as well as to society as a whole. This issue is addressed by Semenova (2017), both at the microeconomic as well as the macroeconomic level. Industrial control systems used in various industries are very sensitive to cyberattacks. As an example, we can mention a cyberattack against a German steel mill (Kovacs, 2014), or the destruction of nearly eleven nuclear facilities in Iran (Kelley, 2013). A paper by Razzaq (2013) focuses on threats to cyber security. The authors point out that the exponential growth in the use of cyberspace also exponentially increases cybercrime. They also note that the growing comprehensiveness and complexity of Web applications increase the number of design defects (it is said that up to 90% of web applications have a design defect), which allows for their misuse by cyber criminals.

Intrusion detection systems monitor network traffic formalicious activity. However, sophisticated cyber-attacks are often not discovered, because it is very
difficult to distinguish them from normal operating deviations. Various ways to refine IDS's performance, such as neural networks, vector machines, "Naïve Bayes" algorithms (Abd-Elday, 2014) have been progressively applied. Škrjanc (2018) has introduced a new, evolving, Cauchy clustering (eCauchy) method in his paper. This method serves as the basis for extensive analyzing of cyber-attacks. The privacy and security features of the "internet of things" and the proposal for comprehensive security management can be found in a publication by Erfani (2017). A paper by Wenbing (2018) addresses the problem of the sampled-data consensus problem for a group of nonlinear multiagent systems that are objects of cyber-attacks. Contradiction methods are applied to solve differential equations and to derive conditions under which systems are vulnerable to attacks. Nguyen (2017) introduces a model inspired by epidemiologic models of virus propagation to derive an approximate solution to differential equations defining the Susceptible-Infected-Removed (SIR) model, and uses it to find an adequate defense against cyber-attacks.

An extensive analysis of the existing literature on cyber security has been conducted in a paper by Bordoff (2017) in which the authors synthesized areas of: (1) various types of cyber-attacks, (2) contributing factors related to cybersecurity behavior, and (3) strategies to improve cybersecurity behavior. In a paper by Ahmed (2014), the authors propose a method by which security requirements can be applied to business processes through collaboration between business and security analysts. A paper by Patterson (2013) is dedicated to optimizing investments in cyber security in critical infrastructure. The authors point out that these investments must be offset by savings resulting from intrusion prevention, cyber-attacks detection, and mitigation of physical damage caused by attackers on computer-controlled devices. Mukhopadhyay presents models to help businesses decide which product to choose for cyber security and the extent to which they can use it. The authors propose to choose the Copula-aided Bayesian Belief Network (CBBN) for the vulnerability assessment and expected loss calculation. Patte-Cornell (2018) focuses on assessing the risk of cyber-attacks in connection with organization budgeting taking into account the cost of protection. Cybercrime in Belgium is described in a paper by Chen (2017) that at the same time verifies the hypothesis that organizations that have implemented cyber security policies have demonstrably lower losses resulting from security incidents.

3. Description of the Model

Information attacks on computer networks are a problem where the threat level increases every day. The "WannaCry" virus can be mentioned as an example of computer attacks in 2017, which infected more than 300,000 computers worldwide, due to the vulnerability of computers with older versions of Windows. Despite the virus being located and removed within a few days, its activities seriously damaged information systems of hospitals, banks and private companies. Another attack was the "NotPetya" virus, which encrypted user data without being able to recover it.
An immediate response from cyber-attack specialists makes it possible to identify the weaknesses of computer networks that are then protected by programs called "patches". However, these patches become available with some delay, and attackers have time to exploit the error, even though the operating system manufacturers and other software manufacturers know about them. This state of affairs is unsatisfactory both for private companies and their management, as well as for the management of state organizations which, as their official duty, have to handle important or secret information.

The problem of delayed responses to these incidents, associated with the protection of information resources in cyber security systems of the information space was described by Konovich (2015). In this paper, an analysis was performed using non-linear Hutchinson, Lotchi, Volterra and Aronson models that allows for more flexible ways of detection, processing, and elimination of cyber-security incidents, and for the assessment of the level of information security based on statistical data and qualitative estimates made using nonlinear delay models.

A paper by Semikina (2015) proposes a model for information protection against malicious codes in computer networks, with respect to the time update of antivirus databases and the time needed for infecting computers with viruses.

We can conclude that the detection of information attacks on computer networks as the direction of scientific research and practice has a long history. Among other things, these attacks were simulated using delay differential equation models and equations of moments (see (Dzhalladova, 2017), (Dzhalladova and Babynyuk, 2013)).

In this paper, we are considering a dynamic system of "information attack - computer networks" without feedback. The system has the following components: Client A, Server B, Client-Side User, and the local network to which the server is connected. This model is described by an interaction between Client A and Server B without feedback, and by the influence of the local network on a server with request flow $\Delta(t)$.

Using balance ratios, we can describe the dynamic system of requests and responses as two differential equations with:

$$\begin{align*}
\dot{x}_1(t) &= \lambda(t) - x_1(t)\mu_1 g_1(x_1(t)) \\
\dot{x}_2(t) &= x_1(t-\tau)\mu_2 g_2(x_1(t-\tau) - x_2(t-\tau)),
\end{align*}$$

where $\vec{x}^T(t) = (x_1(t), x_2(t), \ldots, x_n(t))$ - is the vector of phase variables and their component is the number of "packets" that are at that moment $t \geq 0$ on the i-th node; $f(x(t)), g(x(t))$ - are usage features that describe the cost of converting a data stream for transmission over a computer network; $\lambda(t), \Delta(t)$ - are inbound data streams from external objects.
It is assumed that the functions \( f(x(t)) \) and \( g(x(t)) \) characterize the degree of utilization of the packets coming into the node for further transmission. If \( x_1(t) \) packets are processed, the result of processing is \( x_1(t)f(x(t)) \) of output packets. The flow rate at the node is defined as the difference between input and output per unit of time.

Let \( \lambda(t) > 0 \) be the request sent by User A (input); \( \tau \) is the time delay of information transmission from A to B; \( x_1 \) are packets in A to be sent to B (requests); \( x_2 \) are packets in B to be sent by the server to the local network (responses); \( \mu_1, \mu_2 \) is the bandwidth of the respective nodes "information attacks" and "computer networks";

\[
g(x) = \frac{1}{1 + x} \quad \text{is the packet utilization function.}
\]

In the proposed model (1), the first equation corresponds to the "User-Client" node, and the second to the "Server-User" node.

Let's examine the system (1). With the packet utilization function, the system is as follows:

\[
\begin{align*}
\dot{x}_1(t) &= \lambda(t) - \frac{x_1(t)\mu_1}{1 + x_1(t)} \\
\dot{x}_2(t) &= \frac{x_1(t - \tau)\mu_2}{1 + x_1(t - \tau)} - \frac{x_2(t)}{1 + x_2(t)}.
\end{align*}
\]

Using substitution, the first equation

\[
y(t) = 1 + x_1(t), \quad \Lambda(t) = \lambda(t) - \mu_1
\]

is reduced to

\[
\dot{y}(t) = \Lambda(t) + \frac{\mu_1}{y(t)}
\]

which is not integrated in quadratures (it is reduced to Abel's equation of the first kind). We will continue with the application of a research method based on system linearization.

We convert the equation to:

\[
\begin{align*}
\dot{x}_1(t) &= \lambda(t) - \mu_1x_1(t) + \frac{x_1^2(t)\mu_1}{1 + x_1(t)} \\
\dot{x}_2(t) &= \mu_2x_1(t - \tau) - x_2(t) - \left[ \mu_2 \frac{x_1^2(t - \tau)}{1 + x_1(t - \tau)} - \frac{x_2^2(t)}{1 + x_2(t)} \right].
\end{align*}
\]
2.1. Linearization close to the coordinate origin.

With near-zero requirements $\lambda(t) > 0$, the system may be replaced by a linearized system:

$$\begin{align*}
\dot{x}_1(t) &= \lambda(t) - x_1(t) \mu_1 \\
\dot{x}_2(t) &= x_1(t - \tau) \mu_2 - x_2(t)
\end{align*}$$

(2)

The resulting system is a linear non-homogeneous system with a weak delay that allows integration. The first equation of the system is linear non-homogeneous. Its solution is:

$$x_1(t) = \begin{cases} 
\varphi_1(t), & npu \quad -\tau \leq t < 0, \\
\varphi_1(0)e^{-\mu_1 t} + \int_0^t e^{-\mu_1 (t-s)} \lambda(s) ds, & npu \quad t \geq 0,
\end{cases}$$

(3)

where $\varphi_1(t)$ is a continuous function that determines the initial conditions. Using this solution in the second equation of the system (2), the result will be:

$$\dot{x}_2(t) = \begin{cases} 
-x_2(t) + \mu_2 \varphi_1(t - \tau), & npu \quad -\tau \leq t < 0, \\
-x_2(t) + \mu_2 \left[ \varphi_1(0)e^{-\mu_1 t} + \int_0^t e^{-\mu_1 (t-s)} \lambda(s) ds \right], & npu \quad t \geq 0
\end{cases}$$

In each of the intervals, the resulting equation will be linear non-homogeneous. Its solution will be as follows:

$$x_2(t) = \begin{cases} 
\varphi_2(t), & npu \quad -\tau \leq t < 0, \\
\varphi_2(0)e^{-\tau} + \int_0^\tau e^{-(t-s)} \mu_2 \varphi_1(s - \tau) ds, & npu \quad 0 \leq t < \tau,
\end{cases}$$

(4)

$$\begin{align*}
\varphi_2(0)e^{-\tau} + \int_0^\tau e^{-(t-s)} \mu_2 \varphi_1(s - \tau) ds + \int_\tau^t \mu_1 \left[ \varphi_1(0)e^{-\mu_1 (t-s)} + \int_0^t e^{-(t-s)} \lambda(s) ds \right] ds, & npu \quad t \geq \tau
\end{align*}$$
The solution of a linear non-homogeneous system with delay (1a), which satisfies the initial condition \( x_1(t) = \varphi_1(t), x_2(t) = \varphi_2(t), \quad -\tau \leq t < 0 \), where \( \varphi_1(t), \varphi_2(t) \) - are any continuous functions in the given interval, is as follows:

\[
x_1(t) = \begin{cases} 
\varphi_1(t), & npu \quad -\tau \leq t < 0, \\
\varphi_1(0)e^{-\mu_1t} + \int_0^t e^{-\mu_1(t-s)}\lambda(s)ds, & npu \quad t \geq 0.
\end{cases}
\]

\[
x_2(t) = \begin{cases} 
\varphi_2(t), & npu \quad -\tau \leq t < 0, \\
\varphi_2(0)e^{-\tau} + \int_0^t e^{-(t-s)}\mu_2\varphi_1(s-\tau)ds, & npu \quad 0 \leq t < \tau, \\
\varphi_2(0) - \frac{\mu_2\varphi_1(0)}{1-\mu_1}e^{\tau} + \int_0^\tau e^{-(\tau-s)}\mu_2\varphi_1(s-\tau)ds e^{-\tau} + \left[ \frac{\mu_2\varphi_1(0)}{1-\mu_1} e^{\mu_1\tau} \right] e^{-\mu_1t} + \\
\mu_2 e^{\mu_1t} \left[ \int_0^\tau e^{-(\tau-s)} \int_0^s e^{\mu_1\xi} \lambda(\xi)d\xi ds \right] e^{-\tau}, & npu \quad t \geq \tau
\end{cases}
\]  

Let us investigate the dependence of the solution \( x_1(t), x_2(t) \) on the size of the request \( \lambda(t) \) and initial values. Let \( \lambda(t) \) be a limited function, that is, that \( |\lambda(t)| \leq \lambda \). Functions \( \varphi_1(t), \varphi_2(t) \) are continuous and therefore limited. Let \( |\varphi_1(t)| \leq \overline{\varphi_1}, |\varphi_2(t)| \leq \overline{\varphi_2} \).

Taking into account the dependencies (5), the estimates for \( x_1(t) \) and \( x_2(t) \) are:

\[
| x_1(t) | \leq \begin{cases} 
\overline{\varphi_1}, & npu \quad -\tau \leq t < 0, \\
\left( \frac{\overline{\varphi_1} - \overline{\lambda}}{\mu_1} \right) e^{-\mu_1t} + \frac{\overline{\lambda}}{\mu_1}, & npu \quad t \geq 0
\end{cases}
\]
Acquired dependencies are shown in graphs in Figure 1.

Figure 1. Graphic Interpretation of the Estimate for $x_1(t)$ (a) and $x_2(t)$ (b).
2.2. Linearization under the condition that the request is a constant value $\lambda(t) \equiv \text{const.}$

As shown by the Poincare-Lyapunov theory, the qualitative phase portrait of the dynamic system, which is given by equation (2), is determined by special points and cycles. The special point $(x_1^*, x_2^*)$ is defined as the solution of the following system:

$$
\begin{align*}
\lambda - \mu_1 \frac{x_1^*}{1 + x_1^*} &= 0 \\
\mu_2 \frac{x_1^*}{1 + x_1^*} - \frac{x_2^*}{1 + x_2^*} &= 0.
\end{align*}
$$

From here we get:

$$
\begin{align*}
x_1^* &= \frac{\lambda}{\mu_1 - \lambda}, \\
x_2^* &= \frac{\lambda \mu_2}{\mu_1 - \lambda \mu_2}.
\end{align*}
$$

Let $\mu_1 \neq \lambda, \mu_2 \neq \frac{\mu_1}{\lambda}$. We will perform linearization near the equilibrium position $(x_1^*, x_2^*)$. We get

$$
\begin{align*}
\dot{x}_1(t) &= -\frac{(\mu_1 - \lambda)^2}{\mu_1} \left[ x_1(t) - \frac{\lambda}{\mu_1 - \lambda} \right] \\
\dot{x}_2(t) &= \frac{\mu_2}{\mu_1} (\mu_1 - \lambda)^2 \left[ x_1(t - \tau) - \frac{\lambda}{\mu_1 - \lambda} \right] - \left( \frac{\mu_1 - \lambda \mu_2}{\mu_1} \right)^2 \left[ x_2(t) - \frac{\lambda \mu_2}{\mu_1 - \lambda \mu_2} \right].
\end{align*}
$$

The characteristic equation of the resulting linearized system is as follows:
Therefore, for any \( \mu_1 > 0 \):
\[
\lambda_1 = -\frac{(\mu_1 - \lambda)^2}{\mu_1} < 0, \quad \lambda_2 = -\left(\frac{\mu_1 - \lambda_2}{\mu_1}\right)^2 < 0,
\]

That is, the system has a weak delay and the special point is the point of "stable knot" type. Let us find the solution of the linear system in analytical form. Using notation (7), we can transcribe the system (6) as follows:

\[
\begin{align*}
\dot{x}_1(t) &= \lambda_1 x_1(t) + R_1 \\
\dot{x}_2(t) &= \lambda_2 x_2(t) + r x_1(t - \tau) + R_2
\end{align*}
\]

where
\[
R_1 = \frac{\lambda}{\mu_1} (\mu_1 - \lambda), \quad R_2 = \frac{\lambda^2 \mu_2}{\mu_1^2} (1 - \mu_2), \quad r = \frac{\mu_2}{\mu_1^2} (\mu_1 - \lambda)^2, \quad \lambda_1 = -\frac{(\mu_1 - \lambda)^2}{\mu_1},
\]
\[
\lambda_2 = -\left(\frac{\mu_1 - \lambda_2}{\mu_1}\right)^2.
\]

We integrate the first equation as follows:
\[
x_1(t) = \begin{cases} 
\varphi_1(t), & npu - \tau \leq t < 0, \\
(\varphi_1(0)e^{-\mu_1 t} + \frac{R_1}{\lambda_1})e^{\lambda_1 t} - \frac{R_1}{\lambda_1}, & npu \quad t > 0
\end{cases}
\]

Now let's put the obtained solutions into the second equation
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\[ \dot{x}_2(t) = \begin{cases} 
\lambda_2 x_2(t) + R_2 + r \varphi_1(t - \tau), & \text{npu} \quad 0 < t \leq \tau, \\
\lambda_2 x_2(t) + R_2 + r \left( \varphi_1(0) + \frac{R_1}{\lambda_1} \right) e^{\lambda_1(t-\tau)} - \frac{R_1}{\lambda_1}, & \text{npu} \quad t > \tau
\end{cases} \]

We have obtained first order linear non-homogeneous differential equations without delay. The solution is as follows:

\[ x_2(t) = \begin{cases} 
\varphi_2(t), & \text{npu} \quad -\tau \leq t < 0, \\
\varphi_2(0) + \frac{R_2}{\lambda_2} e^{\lambda_2 t} - \frac{R_2}{\lambda_2} + r \int_0^t e^{\lambda_2 (t-s)} ds, & \text{npu} \quad 0 \leq t \leq \tau, \\
e^{\lambda_2 (t-\tau)} \left( \frac{\varphi_1(0) - \frac{R_1}{\lambda_1}}{\lambda_1 - \lambda_2} + e^{\lambda_2 (t-\tau)} \left( - \frac{r \varphi_1(0) + \frac{R_1}{\lambda_1}}{\lambda_1 - \lambda_2} + \frac{r R_1}{\lambda_1 \lambda_2} \right) + \left( \varphi_1(0) + \frac{R_2}{\lambda_2} \right) e^{\lambda_2 t} \right) + \frac{r R_1}{\lambda_1 \lambda_2} \int_0^\tau e^{\lambda_2 (t-s)} r \varphi_1(s - \tau) ds - \frac{R_2 - r \frac{R_1}{\lambda_1}}{\lambda_2}, & \text{npu} \quad t \geq \tau
\end{cases} \]

We have the solution to the system of equations. For \( t \to +\infty \) we get

\[ x_1(t) \to - \frac{R_1}{\lambda_1} = \frac{\lambda - \mu}{\mu_1 - \lambda} = x_1^* \]

\[ x_2(t) \to - \frac{1}{\lambda_2} \left( R_2 - r \frac{R_1}{\lambda_1} \right) = \frac{\lambda \mu_2}{\mu_1 - \lambda \mu_2} = x_2^*. \]  \( \text{(9)} \)

It follows that the equilibrium point \((x_1^*, x_2^*)\) is asymptotically stable.

Let's evaluate the dependence of solution values on inputs (request) and on system parameters. We have:
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Acquired dependencies are shown in graphs in Figure 2.

Figure 2. Graphic Interpretation of the Estimate for $x_1(t)$ (a) and $x_2(t)$ (b).

Note: Searching for the equilibrium position of the delay systems and their analysis is not as effective as with ordinary differential equations. This is caused by the fact that in the time-delay systems the exceptional point is stationary only if the
trajectory stays in that point for a period not shorter than $\tau$. Otherwise, unlike ordinary equations, the trajectory "skips" over this point.

4. Illustrative Example

The development of science and technology in the beginning of the last century is closely related to the development of the so-called "Caratheodory" theory of differential equations, namely the ever-expanding theory of functional differential equations. In that period, mathematical modeling began to be used to describe real-life events. The theory dealing with the solution of the above and related problems can be studied, for example, in the monograph by (Kiguradze and Půža, 2003), dealing with linear problems. Application problems based on solutions of systems of delay differential equations can be found, for example in Bobalová and Maňásek (2007) and the literature cited therein.

Let's assume the following network parameters:

\[
\begin{align*}
  x_1(t) &= 15 \times 10^3; t < 0 \\
  x_2(t) &= 20 \times 10^3; t < 0 \\
  \mu_1 &= 100 \\
  \mu_2 &= 200 \\
  \tau &= 0.001
\end{align*}
\]

We will construct the model in the interval $(0; 60)$ and we will observe the effect of the change of the function $\lambda(t)$. The solution is shown graphically.

Example 1

\[
\lambda(t) = 5
\]

Fig. 3. Graphic Interpretation of Example 1
Example 2

\[ \lambda(t) = 5 + \frac{\sin(t)}{0.1(t + 0.001)} \]

**Fig. 4. Graphic Interpretation of Example 2**

Example 3

\[ \lambda(t) = \begin{cases} 
5 + \frac{\sin(t)}{0.1(t + 0.001)} & t \in (0; 20) \\
25 + \frac{\sin(t)}{0.1(t + 0.001)} & t \in (20; 35) \\
15 + \frac{\sin(t)}{0.1(t + 0.001)} & t \in (35; 60) 
\end{cases} \]
We can see that the function $\lambda(t)$ has a significant effect on the model solution. In a realistic situation, it can be expected that this function will not have the character of a constant, but that its values will fluctuate. The stepwise approximation method allows us to get solutions even for cases where the value of the function will change in jumps.

5. Conclusion

The current growing size and complexity of local computer networks also bring increasing demands for continuous monitoring of their proper performance, which is a prerequisite for their good efficiency, safety and reliability.

The proposed model is based on a system of non-linear differential equations with delay and allows us to obtain a qualitative portrait of dynamic systems using the general Poincaré-Lyapunov theory based on the knowledge of the existence of stationary points and cycles and their mutual disposition. When studying the nonlinear delay system that modeled the dynamics of the system “information attack - computer network”, the linearization method was used.

This was linearization of two types. First, linearization was performed close to the coordinate origin, which allowed obtaining solutions in an analytical form, and constructing the corresponding dependence on the initial values and the variable requirements $\lambda(t)$.

In the second approach, we suppose that the requirement has a constant value. As a result, the equilibrium position was found in the proximity of which linearization was performed. The applicability of this approach can be justified by the fact that the
roots of the characteristic equation are negative. A linear stationary system was obtained and its general solution was constructed.

In conclusion, we can only say that today's cyberspace threats require model improvements, especially with the use of the existing and new mathematical tools (Dzhalladova and Babynyuk, 2013), (Dzhalladova et al., 2013), (Novotna et all, 2016), (Khusainov, 2016).
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